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EXECUTIVE SUMMARY

Dell EMC Unity is Dell EMC'’s latest midrange storage offering, which delivers a fully unified Block and File environment with flexible
deployment options. Dell EMC Unity includes All Flash and Hybrid models, leverages the latest Flash technology, and starts in a 2U
footprint. Dell EMC Unity also includes the Unity Virtual Storage Appliance, also known as the UnityVSA, which is a virtual instance of a
Unity system. All Unity deployment options implement the Operating Environment. Managing a Unity system is simple and intuitive
using Unisphere, which has a modern design and is built upon HTML-5. Dell EMC Unity provides all-inclusive software, such as data
protection options like Snapshots and native Replication.

This white paper is a migration guide to help you move Block storage from a CLARIiiON CX or VNX Series storage system to a Dell
EMC Unity system. It includes the steps needed to complete the migration in a simple, step-by-step process which leverages Dell EMC
SAN Copy software installed on the source system. By utilizing Dell EMC SAN Copy, all data transfer operations are handled by the
storage systems, which eliminates the need for a host level migration.

AUDIENCE

This white paper is intended for Dell EMC customers, partners, and employees who are planning to migrate Block storage to Dell EMC
Unity. It assumes familiarity with Dell EMC Unity and Dell EMC’s management software.

USING SAN COPY TO MIGRATE TO DELL EMC UNITY

NATIVE SAN COPY IMPORT

When migrating Block LUNs or Consistency Groups from a VNX system to Dell EMC Unity you can leverage the Native SAN Copy
Import feature on Unity for a more integrated workflow. This procedure requires minimal configuration on the VNX side and can be
initiated and monitored all through Unisphere, the UEMCLI, or the REST API on Unity. While this process utilizes SAN Copy it is only
supported with source VNX systems in a push configuration. For more information on migrating Block LUNs with Native SAN Copy
Import, please reference the Unity Migration Technologies whitepaper found on Dell EMC Online Support.

BACKGROUND INFORMATION

The following guide provides a step-by-step procedure which can be followed to migrate Block LUNs from a VNX or CLARIiiON CX
Series system to Dell EMC Unity. The example used in the guide specifically migrates 5 Block LUNs from a VNX7600 (a VNX2 Series
system) to a Unity 600 (a Dell EMC Unity system). All LUNs on the VNX7600 being migrated are from the same host and provide
storage to a production application on the server. Both systems are running the latest target code, which is suggested while performing
this procedure but not required. While this procedure and examples are specific to VNX2, steps on VNX1 Series and CLARIiON CX
Series systems would be similar. For more information on Unisphere, Navisphere, or Dell EMC SAN Copy for the source system,
please consult the white paper documentation found on Dell EMC Online Support.

Note: When migrating LUNs which contain VMware VMFS Datastores, it is suggested to provide storage to the VMware environment
from the target Unity system and leverage VMware based migration utilities. VMware Datastores can be created in Unisphere, which
helps increase the level of integration between VMware and Dell EMC Unity.

THE STEP-BY-STEP PROCEDURE

CONFIRM YOUR HOST AND OPERATING SYSTEM ARE SUPPORTED ON UNITY

Before proceeding with the migration, you must first ensure that any Hosts and their Operating Systems being migrated are supported
on Dell EMC Unity. In some instances, you may need to upgrade the host before migrating to Dell EMC Unity. For more information on

supported configurations, consult the Dell EMC Unity Simple Support Matrix found on Dell EMC Online Support.

BACK UP YOUR DATA

Before performing any operations which involve manipulating data, Dell EMC highly recommends you perform a full backup of your
data. While SAN Copy only performs reads on the source, protecting the source LUNs in case of an unforeseen issue is suggested.



STEP 1

To utilize Dell EMC SAN Copy for migrations, the SAN Copy enabler must be installed on the CLARIiiON CX or VNX source system. For
VNX systems, the Software tab within the Storage System Properties window shows which enablers are installed on the system. In
Figure 1 below, the SAN Copy enabler has been installed, which is denoted by the —SANCopy entry in the Packages list. SAN Copy is
available at no cost and can be installed using Unisphere Service Manager.

7 5
VMXTB00 - Storage System Properties l = | = é]
General SP Cache
FAST Cache Software Environment Encryption
- Packages
Name |Revision Status
\WNX-Block-Operating-Environment |05.33.009.5.155 ~
-VNxXSnapshots - Active
-UnisphereQoSManager - Active
-UnisphereFile - Active
-UnisphereBlock - Active
-UnisphereAnalyzer - Active
-Unisphere - Active
-ThinProvisioning - Active
-Snap\View = Active
|-sANCopy = Active |
-RecoverFointSplitter - Active
-0DXCopy - Active
-MirrorView/S - Active -
< i &
| Updates | m
oK Appl | Cancel || Help l

Figure 1. VNX Unisphere, VNX2 Storage System Properties Page

In this step-by-step guide, incremental SAN Copy will be utilized. Incremental SAN Copy utilizes SnapView to create snapshots of the
SAN Copy source LUNs. A SnapView snapshot is used as a consistent point in time source for each SAN Copy session. To use
incremental SAN Copy, at least 1 LUN per source LUN must be allocated to the Reserved LUN Pool. These LUNs should be large
enough to store the changed data during the time the SAN Copy session is configured. The Reserved LUN Pool is used to preserve the
point in time image of the source LUN. In this example, the Reserved LUN Pool is already populated. For more information and Best
Practices on populating the Reserved LUN Pool, consult SnapView and SAN Copy documentation for the source system.

STEP 2

Next, connectivity between the source system and the Unity system must be configured. Connectivity between the systems can either
be iSCSI or Fibre Channel. When both protocols are available on both systems, utilizing the fastest technology available is suggested.
Only a single path between the source system and the Unity system is required, but multiple paths are suggested. When multiple paths
are configured, SAN Copy will leverage the paths in an optimal manner and spread out concurrent SAN Copy operations among them.
Having multiple paths may also increase the speed of the migration. If MirrorView is enabled on the source system, the MirrorView
ports on the source VNX system cannot be utilized to transfer data to the Unity system. It is NOT recommended to utilize the
Synchronous Replication Ports on the Unity system as the target of the migration.

iSCSI

When configuring iSCSI connections, you must configure iSCSI interfaces on the source system and Unity system. Configuring iSCSI
interfaces on Unity is completed on the iSCSI Interfaces tab, found on the Block page under Storage. After selecting Add new iSCSI
interface (denoted by the + symbol on the iISCSI Interfaces page), the Add iSCSI Network Interface window is launched, as shown in
Figure 2.
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Figure 2.  Unity Unisphere, Add iSCSI Network Interface Window

To configure an iISCSI interface on VNX2, navigate to the Settings for Block page, found under Settings -> Network. On this page, all
ports on the VNX2 are shown. An example of this screen is shown in Figure 3.
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Figure 3. VNX Unisphere, Network Settings for Block page

To configure a port, select an iSCSI port currently cabled on the system, and click Properties which is found in the bottom left of
Unisphere. Ports cabled on the system will show a Speed value, while ones not cabled will show N/A in the Speed column. In the iSCSI
Port Properties window, shown in Figure 4, click Add and configure an iSCSI interface.
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B VNX800Q - SP B: Port 1 [B-13] - iSCSI Port Properties =

r Port Identification

1
IQM: !iqn.1992-04.c0m.emc:c:(.apm0014106 1543.b13 |

Alias: i543.b13| |

~ Physical Port Properties
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Figure 4. VNX Unisphere, VNX2 iSCSI Port Properties window

Once iSCSI interfaces have been configured on both systems, iSCSI connections between the systems must be made. In Unisphere on
the VNX2 system, navigate to the Dashboard page by clicking the House graphic next to the drop down menu in the top left portion of
Unisphere. Once on the Dashboard page, right-click the system name, hover over iSCSI, and then select Connections Between
Storage Systems. An example of this process in shown in Figure 5. If iSCSI is not an option, there are no iSCSI ports on the system.

( > M2 System L|:.tj & Domains L

All Systems > Dashboard

Systems by Severity
System | Domain |Status

| Faults I
e |

CHAP Management
Properties Connections Between Storage Systems

i5NS

Show All

|I
Figure 5. VNX Unisphere, Launching the Connections Between Storage Systems page

From the iSCSI Connections Between Storage Systems page, click Add to add an iSCSI connection to the Unity system. From the Add
Connection window, provide a Connection Name, the Target Portal (IP of iSCSI port on Unity), and the Port to use on the VNX
system. For more information on iSCSI connectivity for SAN Copy, consult SAN Copy documentation for the source system.

Fibre Channel

When configuring Fibre Channel connectivity between the source and Unity system, the systems can be directly connected together via
a Fibre Channel cable or zoned together. When zoning ports together, single initiator zoning is suggested. Single initiator zoning is
completed by placing a single source port and a single target port in the same zone. Also, ensure the zones are added and enabled in
the current switch configuration.



STEP 3

After connectivity has been configured between the systems, you must update the SAN Copy connections on the VNX system. This will
cause the VNX paths to log into the Unity ports, and update information on the VNX system. In this configuration, the VNX system is
treated like a host to the Unity system. To update the SAN Copy connections, navigate to Storage > Data Migration > SAN Copy. In
the task pane, as shown in Figure 6, the Update SAN Copy Connections link is found under Data Migration.

< ! [l i) vixzsoo  vi| Enasnbu.ﬂ System "
YNX7600 > Storage > Data Migration > SAN Copy
| SAN Cogy LUNs | sessions Wizards A
SAMN Copy Source and Destination LUNs i s - - LUN Provisioning Wizard
"‘;, F f RAID Gr xpansion Wizan
Disk Provisioning Wizard for File
Hame « Type Status Percent Complete Reserved  Session Type SPOwner MarkTime UserCa.. HostL. DriveTy.. TD Storage Assignment Wizard for Blogk
Snapshot Mount Point Configuration Wizard
SAN Copv Wizard
File System Wizard
Share Wizard

CIFS Server Wizard
CIFS Services Wizard

Tiering 4
“ ‘ Manage Auto-Tiering
" Data Migration =
Configure SAN Copy Settings

Block Storage -

Compressed LUN Summary
Deduplication Summary
LUN Migration Summary

File Storage "

Rescan Storage Svstems

0 Selected | Delete || Properties tart Stor Res Status 0 items Manage OQuota Seftings

nfigure
Restore LUN Ownership for File

Last Refreshed: 2016-07-06 15:43:00

Figure 6. VNX Unisphere, Update SAN Copy Connections location
STEP 4

Once the connections have been updated, you need to ensure all connections have been made between the systems. In Unisphere for
the Unity system, select Initiators under Access, then select the Initiator Paths tab. Figure 7 shows the Initiator Paths tab on the
Unity system. The paths outlined by the green box are the connections from the VNX system in this example. The other paths present
are from the host which will be provided access to the migrated LUNs once migrations have completed.

Initiators Initiator Paths
Gitems ¥ - - &
Initiator IQN/AWWN T | Host Host Type Target Port Logged In Protocol
20:00:00:890:FA0C 65:ED:10:00:00:00:FADCEO:ED Auto SP AFC Port4 Yes FC
20:00:00:50:FA0C:69:ED:10:00:00:90:FADCE0:ED Auto SP B FC Ports Yes FC
20:00:00:90:FA0C 62 ET110:00:00:00:FADCHET Auta SP AFC Ports Yes FC
20:00.00:90:FADC 62 E1:10:00:.00:00:FADCE9:E1 Auto SP B FC Port4 Yes FC
50:06:01:60:B6:E0:01:4F:50:06:01:60:36:E0:01:4F - - SP B FC Ports Yes FC
50:06:01:60:B6:E0:01:4F:50:06:01:68:36.ED:01:4F - — SP A FC Ports Yes FC

Figure 7.  Unity Unisphere, Initiator Paths tab



STEP 5

After ensuring all VNX paths have been logged into the Unity system, you must register the VNX as a host. The VNX will not be seen
as a storage system, but as a typical host to the Unity system. In Unisphere for the Unity system, select Hosts under Access. Select
the + symbol and Host to launch the Add a host configuration wizard. Follow the wizard and register the VNX as a host on the
system. When following the wizard, ensure the paths from the VNX are registered to the new host. If assistance is needed, select the ?
within the Add a host configuration wizard to launch Unisphere Help. Figure 8 below shows the VNX7600 registered as a host on the
Unity system.

Hosts

1item y - 4~ v VNX7600
! Name 1 | Network Addresses Operating System Type LUNs Initiators Initiator Paths Status: o oK

1 ° VNXTE00 Manual a 2 2 Status Description The componentis
operating normally.
No action is
requirad

=

(SR XY

Figure 8. Unity Unisphere, VNX7600 registered as a host on the Unity system
STEP 6

On the Unity system, you must create a destination LUN(s) for the source LUN(s) that you will be migrating from the VNX system. A
destination LUN must be the same size or larger than the source LUN you are copying from. The characteristics of the LUN, such as
the underlying Pool configuration and Pool RAID protection can be different on the destination LUN. When assigning host access while
creating destination LUNs, only provide host access to the VNX at this time.

When determining which Pool to store the destination LUN(s), you need to decide if the Pool will have enough free capacity. Depending
on what is being migrated, the allocated space of the LUN or the LUN type will determine how much space is utilized in the destination
Pool. Table 1 below outlines VNX LUN types and the results of migrating them with SAN Copy to the Unity system.

Table 1. Source LUN type and destination result

Source LUN Type Size on Destination ‘
Thin Pool LUN Destination LUN'’s Allocated Cap?city consumes the s.ame
amount of space as the source’s Consumed Capacity.
Destination LUN'’s Allocated Capacity consumes the same
Block Deduplication Enabled LUN amount of space as the source’s used capacity. Savings due
to Block Deduplication are not seen on the destination LUN.*
Thick Pool LUN Destination LUN is Fully Allocated.
Classic LUN (RAID Group LUN) Destination LUN is Fully Allocated.
Metalun

(Concatenated or Striped) Destination LUN is Fully Allocated.

When migrating Block Deduplication enabled LUNs, you must place the destination LUN within a Pool that has enough free capacity to
store the entire LUN. The Consumed Capacity of VNX2 Block Deduplication enabled LUNs is not listed in Unisphere, and only
reviewing the utilized capacity from the host perspective is possible. When using SAN Copy to migrate Block Deduplication enabled
LUNSs, any savings due to deduplication are not migrated.

In this example, we will be migrating all LUNs hosting an application at the same time. Figure 9 below shows the LUNs we will be
migrating, which is a view of the Storage Group for one of the hosts on the VNX7600 system. We will need to create a destination LUN
for each of the source LUNs below.



When creating LUNs on the Unity system, it is suggested that you provide meaningful names to each of the LUNs as to eliminate

o vnxTe0o -

* Storage Group Properties

General | [LUNS | Hosts

Show LUNs: | Mot in other Storage Groups v

Available LUNs

[ 'i? Consistency Gro
+— & MetalUNs

+- 8§ Snapshot Mount
= Snapview Snaps

HEH:

4 Thin LUNs

Name A 1D

!Capaclh/

|Drive Type

Selected LUNs

Name !ID
Application1-LUN1 0
Application1-LUNZ 1
Application1-LUN3 2
Application1-LUN4 3
Application1-LUNS 4

|capacity

500.000 GB
200.000 GB
200.000 GB
100.000 GB
100.000 GB

SAS
SAS
SAS
SAS
SAS

Drive Type

|Host LUN 1D
0

TR N

Remove

|host falover software.

[Warning: HLU numbers higher than 255 may result in application outages if not supported by the

Figure 9.

VNX Unisphere, VNX Storage Group properties window

confusion. As the LUNs being migrated in this example are for a particular application, the destination LUNs have been created within a

Consistency Group on the Unity system. Consistency Groups in Unity help to organize storage for a particular host(s), and provide

application crash consistency by leveraging data protection features like Snapshots and Replication. The Consistency Group contents
can be seen in Figure 10. As you can see, LUNs of the same size as the source LUNs have been created.

STEP 7

Application1 Properties

General LUNs Access FAS
c BTG
1 |LUN 1|
. Q . Applicationi1-LUN1 . 500.0
@  Applicationi-LUN2 2000
©  Applicationi-LUN3 200.0
©  Application1-LUN4 100.0
©  Applicationi-LUNS 1000

VP Snapshots

Size (GB) | Allocated (%)

Replication

Snapshot (GB) | Thin

D0 Yes
00 Yes
00 Yes
00  Yes
00 Yes

00

Sitems W - 4F -
Pool
. Frod Poaol
Prod Poaol
Prod Pool
Prod Pool

Prod Pool

Close

&

Figure 10.

Unity Unisphere, Unity Consistency Group example

On VNX, SAN Copy includes many settings which can be customized on the system. To view or change settings, navigate to Storage
> Data Migration > SAN Copy. In the task pane, as shown in Figure 11, the Configure SAN Copy Settings link is found under Data

Migration.

10



l<|> | (1] . | (Sa] Dashboard ¥ Data Protection
Ll s At PATTR .. Tai s ——
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Disk Provisioning Wizard for File
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SAN Copy Wizard
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Share Wizard
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CIFS Services Wizard

Tiering ~

Manage Auto-Tiering
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Figure 11. VNX Unisphere, Configure SAN Copy Settings location

When the link is selected, the SAN Copy Settings window appears. As shown in Figure 12, multiple SAN Copy specific settings can be
customized. Changing these settings may increase or decrease the speed at which the SAN Copy session proceeds. For more
information on each specific setting consult Unisphere Help or SAN Copy documentation for the VNX system.

~ B
Rlg VNXT600 - SAN Copy Settings SE

SP A SPB

Number of Concurrent Sessions: |8 bt Number of Concurrent Sessions:

[v| Checkpoint Interval: (Minutes) | 10 bt v Checkpoint Interval: (Minutes) | 10 b
Mumber of Buffers per Ses=sion: |4 Number of Buffers per Session: |4

Buffer Size: (Blocks) 1024 Buffer Size: (Blocks) 1024

Set same settings on 5P B as SP A

G Apply |Qance| || Help |

Figure 12. VNX Unisphere, VNX Update SAN Copy Settings window
STEP 8

When utilizing SAN Copy to migrate data to Unity, you must provide each session with a destination storage resource. To help identify
the storage resource a particular LUN will be migrating to, you will specify the destination LUN’s World Wide Name (WWN).
Determining the WWN of each destination LUN can easily be done from the Host Properties page. On the left pane in Unisphere for the
Unity system, select Hosts under Access. Then double-click the entry for the VNX system from the list. As shown in Figure 13 on the
LUNs tab you can easily determine the WWN of each destination LUN. Document these as they will be needed in a later step. As this is
HTML-5, you can easily copy and paste these to a text document for use later.

11



VNXT7600 Properiies [ 2 W]

General LUNs Metwork Addresses Initators Inthator Paths
' Modify LUN IDs Hitems W ~ -~ &
! Name Size (GB) LUN ID | WWN Pool
Q Application1-LUN1 500.0 0 6006:0160:02:50:40:006D:214F 57 .8C:0B:59:61 Prod Pool
a Application1-LUN2 2000 1 60.06:01:6002:5040:00.73.21:4F57.0AD6:42.3C Prod Pool
Q Application1-LUN3 2000 2  6006:01:60:02:50:40:00:79:21:4F 6750 E2.2FTE Prod Pool
Q Application1-LUN4 1000 3 6006:016002:5040:00.7E21.4F57.FEBEABFF Prod Pool
Q Application1-LUNG 1000 4  60:06:01:6002:50:40:00:84214F 5787 E10B.CF Prod Pool
Close

Figure 13. Unity Unisphere, Host properties window
STEP 9

At this time the requirements have been met to create the SAN Copy sessions. In Unisphere for the VNX system, navigate to Storage
> Data Migration > SAN Copy. In the task pane, as shown in Figure 14, the SAN Copy Wizard link is found under Wizards. Select
this link to launch the SAN Copy Create Session Wizard.

N 28] pashboard system WECRCTECEM " Hosts | pataprotection | £ settings | @) support

VNX7600 > Storage > Data Migration > SAN Copy

SAN Copy LUNS || Sessions Wizards Al
SAN Copy Source and Destination LUNS e aE 86 LUN Provisioning Wizard

RAID Group LUN Expansion Wizard

i i | " ‘ ; . y Disk Provisioning Wizard for File
Hame = Tvpe |Status  |Percent Co..|Reserved  SessionType  |SP Owner Mark Time \userC... |Host In... Driv... 1D Storage Assignment Wizard for Block

Snapshot Mount Point Cenfiguration Wizard
_SAN Copv Wizard

File Svstem Wizard
Share Wizard

CIFS Server Wizard
CIFS Services Wizard

Tiering ~

Manage Auto-Tiering

Data Migration =

Configure SAN Copy Settings
Update SAN Copy Connections

Block Storage =

Compressed LUN Summary
Deduplication Summary
LUN Migration Summary

File Storage ~
0 Selected | Delete Propertiss || Start Stop Pauss || Resums Status 0 items Rescan Storsge Svstems
Deduplication Settings
Manage Quota Settings

Last Refreshed: 2016-06-17 15:41:26

Figure 14. VNX Unisphere, SAN Copy Wizard location

STEP 10

The first screen of the SAN Copy Create Session Wizard is displayed in Figure 15. This wizard will guide the user through creating
SAN Copy sessions between resources on the source and destination systems. After reviewing the information provided, select Next.

12



rag o Y
‘ SAN Copy Create Session Wizard E@M

Welcome to the SAN Copy Create Session Wizard

This wizard helps you to create SAN Copy sessions.

The wizard steps are:

1. Select SAN Copy storage system.

2. Select the type of sessions to create - Full or Incremental.
3. Select storage sources.

4, Select storage destinations for each storage source.

5. If required, the wizard will prompt you to add the ISCSI initiator
ports to the destination storage group.

6. Edit default session names and throttle values for each session.
0One seszsion will be created for each storage source.

7. Review the zession information.

Click Mext to continue.

Learn more about creating Fibre Channel SAN Copy sessions
Learn more about creating iISCSI SAN Copy sessions

Figure 15. VNX Unisphere, SAN Copy Create Session Wizard

STEP 11

On the Select SAN Copy Storage System step, you will need to select the source system from the list. If the VNX system is part of a
domain, multiple systems may be displayed. As shown in Figure 16, only a single system exists in this domain. When multiple systems
exist, you can identify the system by name or IP Address. After selecting the correct system, click Next.

s o
‘ SAN Copy Create Session Wizard ok

Select SAN Copy Storage System

Below iz a list of storage systems with SAN Copy installed. Select a
system that will perform the SAN Copy operations.

If vou do not see the storage system vou want, click here.

Storage System iTypE |1P Addresses

V7500 VNX7600 (- - aahe >

< Back | | ﬂext } Finish Cancel

L -

Figure 16. VNX Unisphere, SAN Copy Create Session Wizard. Select SAN Copy Storage System step
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STEP 12

Next is the Select Session Type step. At this point in time, you will choose between a Full or Incremental SAN Copy session. A Full
session is used to copy the entire contents of a LUN each time the session is executed. During this time host access should be
removed, as any changes to the source data will require another full copy to occur. An Incremental session leverages SnapView
Snapshots, and after completing an initial synchronization between the source and destination images, only changes to the dataset
since the last update will need to be copied. In this example we will utilize Incremental to minimize the downtime of the migration, and
allow host I/O to occur to the source LUNs while the SAN Copy sessions are running. As shown in Figure 17, the radio icon next to
Incremental is selected. Click Next.

o i N
ﬁ SAN Copy Create Session Wizard |. | - e

Select Session Type

There are two session types, Full and Incremental. A Full session type

| — = always copies the whole source LUN to the destinations. An Incremental
G session type copies incremental changes from the source LUN.
A — Before you begin creating an Incremental session, verify you added

T LUNs to reserved LUN pool.

Please select the type of session you wish to create.

m |

2 Full {®) Incremental

i =« Back !: Mext = | Finisl | Cancel :

Figure 17. VNX Unisphere, SAN Copy Create Session Wizard. Select SAN Copy Storage System step

STEP 13

On the Select Storage Sources step you need to select the source LUNSs for the migration. As shown in Figure 18, ensure the correct
source system is selected from the Source System drop-down menu, and that all LUNs being migrated are selected. You can select
multiple LUNSs from this list by holding the Control key. In this example, all 5 LUNs on this system will be migrated. Click Next.
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s o
h SAN Copy Create Session Wizard E@M

Select Storage Sources

Select the source logical units you want to copy fo storage destination
logical units.

Storage Source: |—_l WNXT7B00 b |
r Select Storage Source for Move

Vcl-lume?IDﬂ |Name !Capacity

= 10...0  |applicationi-LUN1  |S500.000 GB
= 15../1[Applicationt-tun2

= i0...]2  |Applicationi-LUNG
= i0...]3  |Applicationi-LUN4
= 10...4  |applicationi-Luns 100

| i< Back! || Next = | Finish Cancel

Figure 18. VNX Unisphere, SAN Copy Create Session Wizard. Select Storage Sources step

STEP 14

On the Select Storage Destinations for Storage Sources step, shown in Figure 19, you need to specify a destination resource for

each migration source. In the list, right-click a migration source LUN and click Select Destination Storage. You will repeat this process
for each LUN being migrated.

rag = B
h SAN Copy Create Session Wizard EM

Select Storage Destinations for Storage Sources

Please select at least one storage destination for each storage source.
Right mouse click each source LUN and click " 5elect Destination Storage”.

D |Mame |....Capacity  |SP Owner |Storas
= h Storage

0 Application1-LUN1 ... 500.000 GB SP A WINXTI

h 1 Application1-LUNZ ... 200.000 GB SPB WINXTI

Application1-LUNZ ... 200.000 GB SP A VMNXTI
Application1-LUN4 ... 100.000 GB SPB VNXTI
Applicationi-LUNS ... 100,000 GB SP A

Select Destination Storage...

< i i .
[] verify Connections

Figure 19. VNX Unisphere, SAN Copy Create Session Wizard. Select Storage Destinations for Storage Sources

After clicking the Select Destination Storage link, the SAN Copy Select Destination Storage window appears as shown in Figure 20.
This window allows you to select a storage resource the same size or larger on the current system, or a remote system. Local
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h VNXT7600 - SAN Copy Select Destination Storage
SP Owner Drive T...

Volume |Storage System ID 'Name | Capacity
Storage Source: g |jnk... WNX7600 4 Application1... 100.000 GB SP A SAS

Storage Destination: | ] vNx7600

r Select Destination Storage for Move

Available Storage Selected Storage
volume Storage System | ID Name|Capacity | 'SP Volume|Storage System|ID Name|Capacity | SP
=l U... VNX7600 0 App... 300.00... 5P,
=l U... VNX7600 2 App... 200.00... 5P,

o=y

Sa—

< ? 4 »
|| Enter WWN...
I
oK | | Cancel || Help |

resources on the source system will be listed that are large enough to be a migration destination. Choosing any of these LUNs will
overwrite the current contents of the LUNs. To specify a Unity LUN, select the Enter WWN link in the bottom left portion of the window.

Figure 20. VNX Unisphere, SAN Copy Create Session Wizard. SAN Copy Select Destination Storage step

In the SAN Copy Enter WWN for Storage window, shown in Figure 21, you will specify the WWN for the Unity destination LUN. After
entering the LUN WWN, by either typing or pasting the WWN into the box, click OK. Click OK in the two message windows that appear.
For assistance in determining the WWN for Unity LUNs, consult the step previously discussing the topic or Unity Unisphere Help.

|1

-
iz VNXTB00 - SAN Copy Select Destination Storage | ==
Volume |Storage System 1D |Name ?Capacitv SP Owner | Drive T...
Storage Source: &4 yp5 .. YNX7600 4 Applicatienl... 100.000 GB SPA SAS
Storage Destination: | WNXTE00 "

r Select Destination Storage for Move
Available Storage & :
Wolume | Storage Syste ‘ VNX7600 - SAN Copy Enter N for Storage M D Name| Capacity | 5P

1. vNx7s00
1. vnx7s00

(&5 LUN WWN () Port WWN & LUN Number

LUN WWN
i06:01:60:02: 50:40:00:84:21:4F: 57:87:E1:0B:CF |

oK || Cancel || Help

4

| Enter WWN... |

| OK || Cancel || Help

Figure 21. VNX Unisphere, SAN Copy Create Session Wizard. SAN Copy Enter WWN for Storage step

After entering the destination LUN WWN and selecting OK, the Selected Storage box is updated with the destination LUN, as shown in
Figure 22. Because the VNX system is not integrated with the Unity system, the destination LUN is shown as an Unknown volume. This

does not indicate an issue. Click OK.
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o e B
g VNXT500 - SAN Copy Select Destination Starage 50
Volume 'Sturage System (] :Name !Capacitv |SP Owner Drive T...
Storage Source: &4 yp5 .. YNX7600 4 Applicatienl... 100.000 GB SPA SAS
Storage Destination: |§ v
r Select Destination Storage for Move
Available Storage Selected Storage
Volume | Storage Svs‘tem!ID.NameECapacity!SP olume |Storage SystemﬂD'Name:Capacit
= Unknown Unknown ... Unk... Unknow
—
R
< > £ 1 >
| OK | | Cancel | | Help |

Figure 22. VNX Unisphere, SAN Copy Create Session Wizard. SAN Copy Select Destination Storage step

After the destination storage resource is entered and selected, the Select Storage Destinations for Storage Sources window is

updated. In the example, as shown in Figure 23, the selected destination resource is listed under the LUN it was selected for. For each

of the remaining LUNs being migrated, select destination resources for each at this time.

-
h SAN Copy Create Session Wizard

= Elg N

Select Storage Destinations for Storage Sources

Please select at least one storage destination for each storage source.
Right mouse click each source LUN and click " Select Destination Storage”.

£
| Verify Connections

< Back et

... 500.000 GB SF A
... 200.000 GB SF B
... 200.000 GB SF A
... 100.000 GB SF B
.. 100.000 GB SF A

0 |Name
= h Storage
Ao Application1-LUNT
A1 Application1-LUNZ
A2 Application1-LUNZ
2 %] Application1-LUN4
=@ 4 Application1-LUNS
I 60:06:01 Unknown

.. Unknown Unknown

Capacity  |SP Owner

Figure 23. VNX Unisphere, SAN Copy Create Session Wizard. Select Storage Destinations for Storage Sources

A Verify Connections checkbox exists on the Select Storage Destinations for Storage Sources step. When the checkbox is
selected and Next is clicked, SAN Copy will determine if access exists to all destination resources before proceeding. When

connectivity is verified, the All the logical units are accessible message is displayed, as shown in Figure 24.
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- My
|| Message: SAN Copy Create Session ﬁ

o Al the logical units are accessible.

[ ox |

by "y

Figure 24. VNX Unisphere, SAN Copy Create Session Wizard. Message: SAN Copy Create Session

When connectivity is not present to one or more destination resources, the WWNs of the destination resources will be displayed. In the
example shown in Figure 25, all 5 of the destination resources were inaccessible. In this instance, the VNX system was not provided
LUN access to the destination resources. Other common issues include not providing the correct type of access to the VNX system
(LUN), not providing LUN access over the correct protocol (FC or iSCSI), or zoning is not configured or enabled. If an issue arises,
ensure connectivity between the systems is still established and LUN access on the Unity system has been provided to the source
system.

ra !
‘ Message: SAN Copy Create Session w

o The following logical units are not accessible:

Unknown:

60:06:01:60:02:50:40:00:60:21 :4F:57:8C:9B:59:61,
Unknown:
60:06:01:60;02:50:40:00:73:21:4F:57:0A:D6:42:3C,
Unknown:
60:06:01:60:02:50:40:00:79:21:4F:57:50:E2: 2F: 7E,
Linknown:
60:06:01:60:02:50:40:00:7E:21:4F:57:FE:88:58:7F,
Unknown:
60:06:01:60:02:50:40:00:84:21:4F:57:87:E1:0B:CF

Ok

L8 ¥
Figure 25. VNX Unisphere, SAN Copy Create Session Wizard. Message: SAN Copy Create Session
STEP 15
After all destination images have been specified, you’re now ready to perform the Link Utilization step. In this step you must specify

the available bandwidth value which most closely represents the connection between the systems. In this example 8192 (Mbps) has
been selected, as shown in Figure 26, as 8Gb Fibre Channel is being utilized. After selecting a Link Bandwidth, click Next.
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STEP 16

e
h SAN Copy Create Session Wizard

m@g )

Link Utilization

The link bandwidth specifies the available bandwidth for the SAN Copy
sessions. This value is used to calculate buffer space for optimal
performance.

To obtain the best performance for SAN Copy sessions using the 1P
network, the value you specify should factor in compression, encryption,
routing, network traffic, and other characteristics which may enhance
or degrade the effective bandwidth available to the SAN Copy port.

For more details go to the online help Contents tab and navigate to the
topic, SAN Copy > Configuring SAN Copy = Configuration Guidelines >
Implementing SAN Copy Over Extended Distances.

Please select a link bandwidth value.

Link Bandwidth: | 8192 |v/| (Mbps)

| < Back || Next = | Fi

=h Cancel

Figure 26. VNX Unisphere, SAN Copy Create Session Wizard. Link utilization step

In the Session Names step each session being created is listed. The Session Name will be prefaced by the system IP address, then a
number to identify the session on that system. In this step you have the choice to change the throttle settings for each of the SAN Copy
sessions by selecting a Session and clicking Edit. These can be changed later. By default, all sessions have the same Throttle setting

of 6. The Throttle can be set to a value between 1 and 10, where 10 provides the highest I/O rate possible and 1 the lowest. Specifying

a high value utilizes more source resources and causes the SAN Copy operation to run faster. After specifying the Throttle settings,

click Next.

-
h SAN Copy Create Session Wizard

mlﬁlg il

45.06.25.06.0560.04.30.2
Z7,16.36.0820.08.14.88 4

08 67, 28178

Session Names

This table lists the sessions that will be created with their default
session namesithrottle values. You can set the session throttle to a valu
between 1 and 10 where 1 is the lowest /0 rate and 10 is the highest.
These values may be changed by selecting the session and pressing the
"Edit" button.

‘Session Name £ | Throttle
(— 5 |
11 6
2 6
3 6
4 6

T

| < Back || Next = | Einish Cancel

A

Figure 27. VNX Unisphere, SAN Copy Create Session Wizard. Session Names

step
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STEP 17

The Summary step is now shown. From this screen all configuration information for each SAN Copy session being configured can be
reviewed. If any issues exist within the configuration, select the Back button to reach the proper step to correct the information. Once
the information is reviewed and confirmed to be correct, select Finish as shown in Figure 28. For each session a message is displayed
with a status if the creation of the SAN Copy session was successful. Click OK on the messages and correct any issues which arise.

STEP 18

W

=
h SAN Copy Create Session Wizard

Summary

Please review the following session summary information. If the
information iz correct, press "Finish" to create the sessions.

SAN Copy Session Summary

Session Type: Incremental
Session Name: :0
Throttle: 6

Source Storage Info

Storage System: VNX7600
Volume:

D: 0

Marme: Application1-LUN1
Capacity: 500.000 GB

SP Owner: 5P A
DriveType: SAS

e e S S e e, T

i

| Cancel

o

Figure 28. VNX Unisphere, SAN Copy Create Session Wizard. Summary step

Once the SAN Copy Wizard is complete, the SAN Copy page is populated with the newly created sessions, as shown in Figure 29. At
this time no information is being migrated to the destination system, as each session needs to be started manually. To start the initial
copy of data to the Unity session, highlight a session or multiple sessions and click Start, located in the bottom of the window.

<|> | o P

M oa

I® pata protectio

JNXTE0Q > Storpge > Data Migration >

[SANCopy LM | sessions

SAN Copy

= &3 Application1-LUN1

= I Application1-LUN2
L] i1

= | Application1-LUN3

12

= & Application1-LUNS

3

= & Application1-LUNS

w4

1 Selected | Delete

SAN Copy LUN
Session
SAN Copy LUN
Session
SAN Copy LUN
Session
SAN Copy LUN

Session

Properties

Start

Initial Copy Required

Initial Copy Required

Initial Copy Required

Initial Capy Required

No Incremental  SPB
SPA
Mo Incremental  SP A
sPB
No Incremental SPB
sPA
No Incremental  SPA

500.000

200.000

200.000

100,000

100.000

sas

10 items.

Last Refreshed: 2016-07-06 13:23:19

Figure 29. VNX Unisphere, SAN Copy page

Wizards

Provisioning Wi

BAID Group LUN Expansion Wizard
Disk Provisioning Wizard for File
" o "

Snapshot Mount Point Configuration Wizard

File System Wezard
har

CIFS Server wizard
CIFS Services Wizard

Tiering

Manage Auto-Tiering

r;

Data Migration

Configure SAN Copy Settings
Undate SAN Coov Connections

Block Storage

Comoressed LUN Summary
Deduplication Summary
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After clicking Start, a Warning appears, stating that all existing data within the destination LUNs will be overwritten. After confirming that
no data on the destination LUNs needs to be preserved, select Yes. An example of this window is shown in Figure 30.

g o™
| & Confirm: Start SAN Copy Session ﬂ
CE\) WARNING: By starting session 10, :1,
= 2 =3 4, vou will overwrite

vy e

existing data on all the destination storage for this session. Please refer
o the session "Properties” dialog to view the destination storage
informaticn,

Do you wish to continue?

Figure 30. Start SAN Copy Session window

After clicking Yes, a dialog box appears for each SAN Copy session being started with the result of the start operation. Click OK to
close each of these windows.

STEP 19
After starting the SAN Copy sessions, the initial copy begins. On the SAN Copy screen, as shown in Figure 31, you can monitor the

progress of each session. The session status and percent complete are shown after selecting the + symbol in front of each session.
During this time changes to the source may occur, which will need to be synchronized with the destination at a later time.

! <] ! fallE vuxzeon [ 3 Protection
VNX7600 > Storsqe > Data Migration > SAN Copy
SAN Copy LUNs | Sessions Wizards a A
SAN Copy Source and Destination LUNs. il S LUN Provisiening Wizard
T fiter o RAID Group LUN Expansion Wizard
: B : Disk Provisioning Wizard for File
Name ~ Type |Status | Percent Complete  Reserved |Session Type SPOwner MarkTime UserCa... Ho.. Drive Type ID Storage Assignment Wizard for Block
: b a
= [ Application1-LUNT SAN Copy LUN P A 500.000 10... SAS o Snapshob Mount Point Confiquration, Wirard
SAN Copy Wizard
B 0 Session Active .:| No Incremental 5P A 2016-06-... [ E—————

= &= Application1-LUNZ SAN Copy LUN sPB 200.000 10... SAS 1 Share Wizard
CIFE Server Wizard

b:1 Session Active CIFS Services Wizard

No Incremental SPB 2016-06-...

= = Application1-LUN3 SAN Copy LUN SPA 200.000 10... SAS 2

=74 Session Active No Incremental SPA 2016-06-... Tiering -

Manage Auto-Tiering

3 Session Completed No Incremental SPB

=} prlication1- opy X 1 i
Application1-LUNS SAN Copy LUN SP A 100.000 10... SAS 4 A Data Migration -

= &= Application1-LUN4 SAN Copy LUN SP B 100.000 10... SAS 3

4 Session Completed No Incremental SPA

Configure SAN Copy Settings
Update SAN Copy Connections

Block Storage ~

Compressed LUN Summary
Deduplication Summary
LUN Migration Summary.

File Storage P
0 Selected | Delete Properties Start Stap Pauss Resume Status 10 jtems Rescan Storage Svstems
Deduplication Settings
Mansge Queta Settings

Last Refreshed: 2016-06-22 16:17:03

Figure 31. VNX Unisphere, SAN Copy page

For more information on each SAN Copy session, you can select a session and click Properties. Figure 32 below shows an example of
a SAN Copy session with a Unity destination LUN. Because the Unity system is not integrated with the VNX system, most information
about the destination is unknown. The ID of the Destination Storage is the WWN of the destination LUN.
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=
h Session 0 - SAN Copy Session Properties = | =

SAN Copy Session Name: 0 |
Session Type: | Incremental || ¥ Sync Copy Required
r Source Storage
Volume |Storage System D |Name | Capacity SP Owner Drive Type
= WNX7E00 1] Application1-LUN1L 500.000 GB SPA SAS
r Destination Storage
Volume |Storage System 11D Name Capacity SP Owner Drive Type | Connection Type
& Unknown Unknown 60:06:01:60:... Unknown Unknown Unknown Unknown Fibre Preferred
Select Destination Storage
< 1 >
Session Throttle: 6 v Link Utilization
N L Link Bandwidth: |8192 |v!| (Mbps)
Latency: AUTO (msec)

DK Apply Cancel | Help |

Figure 32. SAN Copy Session Properties window

When a session is highlighted and Status is selected, more information about the progress of the SAN Copy session is displayed. As
shown in Figure 33, the status of the session is shown, along with the Effective Bandwidth and the Measured Latency between the
systems. Lastly the Session Progress is displayed and you have to option to Pause, Resume, and Stop the session. With incremental
SAN Copy, you can also view how many blocks have changed since the last update by viewing the Mark tab. Allow all initial copies to
complete before proceeding.

h VMNX7600 - :0: SAN Copy Session Status = | =

Copy | Mark | Source @ Destination

- Session Status
Session Status: Active
Status Details

iSession is active. |

Effective Bandwidth (Mbps): |256. 188 |
Measured Latency {msec): iO.D?S |
Change Active Session Throttle: | 6 hd |

- Session Progress:

21% |

— —
Start Ses Pause Resume Stop |

oK Apply |Qancel || Help |

Figure 33. SAN Copy Session Status window

STEP 20

When the Status of all SAN Copy sessions show Completed, as shown in Figure 34, the initial copy for each incremental SAN Copy
session is done. At this point however, not all changes on the source may have been synchronized to the destination. All changes to
the source while the initial copy was proceeding are tracked by SAN Copy, and can be migrated to the destination at this time. To view
the number of blocks changed on a LUN, highlight a SAN Copy session in Unisphere, click Status, and view the Mark tab. Before
starting an offline window for the cut over, it is suggested to complete one or more synchronizations between the source and
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destination LUNs. Doing this shortly before the offline window can reduce the amount of downtime needed for the cut over. To do this,

highlight all SAN Copy sessions for the application you are migrating and select Start. As these are incremental SAN Copy sessions,
only the changes since the beginning of the previous update will be copied.

n ERTN

MNX7600 > Storage >

Data Migratios

SAN Copy

SAN Copy LUNs | Scssions
'SAN Copy Source and Destination LUNs Tl SR
[ feror |
Name ~ Type |Status  Percent Complete  Reserved |Session Type SPOwner MarkTime UserCa.. Ho... Drive Type 1D
= &= Application1-LUNT SAN Copy LUN SP A 500.000
D S I S 7
= = Application1-LUN2 SAN Capy LUN B 200.000 sas
) {1 Session Completed _ No Incremental  SP B
=l = Application1-LUN3 SAN Capy LUN P A 200.000 sas 2
) 22 Session Completed _ No Incremental  SP A
= [ Application1-LUN4 SAN Copy LUN B 100.000 sas 3
) 3 Session Completed _ No Incremental  SP B
= [ Application1-LUNS SAN Copy LUN P A 100.000 sas a
) 14 Session Completed _ No Incremental  SP A

lse\acted‘ Delete H Properties || Start

STEP 21

10 items

Last Refreshed: 2016-06-28 09:25:23

Figure 34. VNX Unisphere, SAN Copy page

Wizards

LUN Provisigning Wizard

RAID Group LUN Expansion Wizard

Disk Provisioning Wizard for File

Storage Assignment Wizard for Block
Snapshot Mount Point Confiquration Wizard
SAN Copy Wizard

File System Wizard

Share Wizard

CIFS Server Wizard

CIFS Services Wizard

Tiering

Manage Auto-Tiering

Data Migration

Configure SAN Copy Settings
Update SAN Copy Connections

Block Storage

Compressed LUN Summary
Deduplication Summary
LUN Migration Summary.

File Storage

Rescan Storage Svstems
Deduplication Settings
Manage Quota Settings

Once the previously issued SAN Copy update is Complete on all sessions, you can schedule the offline window for the production cut

over. For a short period of time, production 1/0 will need to be stopped to complete the migration. During an outage window, prepare

the source LUNs for the final failover by quiescing 1/0 and flushing all buffers as required by the host’s operating system.

STEP 22

During the offline window, you will next need to remove the LUNs from the Storage Group on the source VNX. After navigating to Hosts

> Storage Groups, locate the Storage Group the LUNs will be removed from. Select the Storage Group and click Connect LUNSs. In
this example, we will be removing all LUNs from the Storage Group, as they all belong to the same application that is being migrated.
As shown in Figure 35, highlight the LUNs begin removed from the Storage Group and select Remove. Click Apply to confirm the
changes and select Remove LUNs from storage group when prompted. Click OK in the next window, then Cancel to close the

Storage Group properties window.
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o vnxTE00 -

~ Storage Group Properties

General | [LUNs | Hosts

Show LUNs: | Not in other Storage Groups v

Available LUNs

Name £ |1o |Capacity |Drive Type
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+- B MetaLUNs

+- 85 Snapshet Mount

w—@ Snapview Snaps
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- sea

#— &4 Thin LUNs i
Add

Selected LUNs

Name IID Capac\ty Dr\ve Type |Host LUN ID

[Poplcationi-unalo oG Jsa

Roplcaton LUN: b eoooonce |

osicatoni-wis [z Jaonoooce | R

EX

_—

| Remove |

|\Warning: HLU numbers higher than 255 may result in application outages if not supported by the

|host falover software.

Cancel Help |

Figure 35. VNX Unisphere, VNX Storage Group properties window

STEP 23

n FREEE | =

VYNXT600 =

hboard |
Storage >

SAN Copy LUNs | Sessions

Data Migration > SAN Copy

‘SAN Copy Source and Destination LUNs

< [Type |Status

&= Application1-LUNT SAN Copy LUN -

&g 10.245.20.106:0 Session ‘Completed
=1 |4 Application1-LUNZ SAN Copy LUN
185 10.245.20.106:1 Session Completsd

= = Application1-LUN3 SAN Copy LUN

18 10.245.20.106:2 Session Completed

= =4 Application1-LUN4 SAN Copy LUN
h 10.245.20.106:3 Session Completed
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-
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sAs 1
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10 items

Last Refreshed: 2016-06-28 10:14:41

Figure 36. VNX Unisphere, SAN Copy page

Next, you will need to complete the final SAN Copy update between the source and destination systems before proceeding. From the
SAN Copy page, highlight all sessions for the LUNs being migrated and click Start. Confirm the Start of the sessions and click OK in
any Message windows that appear. After all sessions have been started, you can select the Refresh button ( (4 ) which is located in
the title bar to monitor the progress. Depending on how much data needs to be copied, this can be a lengthy operation but will be
shorter in duration than the initial synchronization. Once the Status of all sessions show Completed, as seen in Figure 36, all
incremental changes have been migrated to the destination LUNs.
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STEP 24

After the last session updates are completed, you can delete the SAN Copy sessions as they will no longer be needed. From the SAN
Copy page, select each of the sessions that can be deleted, and select Delete. A sample of the confirmation window can be seen in
Figure 37. After confirming the list is accurate, click Yes to delete the selected SAN Copy sessions.

r = T
| £ Confirm: Remave SAN Copy Session ﬂ
(é) :WARNING: You are about to remove the following sessions:

o 05 38 2y
i .3

Do you wish to continue?

| Yes | No
"y

Figure 37. Remove SAN Copy Session confirmation window

STEP 25

On the Unity system you will now need to remove host access for the LUNs recently migrated as they are connected to the VNX
system. In the example in this paper a Consistency Group was leveraged, and access to the VNX can be removed from the Access tab
within the Consistency Group’s properties window. An example of this screen is shown in Figure 38. If standalone LUNs were utilized,
you can remove VNX access from the Access tab within the LUN properties window.

Application1 Properties (7 X %]

General LUNs Access FAST VP Snapshots Replication
® Host Access T ' Modfy Access - liem W - &
Access Details ! Name 1 | Operating System Protocols Access Type
© wNx7e00 FC LUN
Close

Figure 38. Unity Unisphere, Consistency Group Properties window

STEP 26

Once the migrations are completed and access to the source system is removed, you need to provide LUN access to the production
host. If not completed already, configure iSCSI or Fibre Channel connectivity at this time and create a host entry in the Unity system.
Once complete, access can be provided to the production host from the Access tab within the LUN or Consistency Group properties
window. Once host and LUN connectivity is established, ensure the production host can see the new LUNs, and that they are
mounted/mapped as desired. At this time you can start production on the new LUNs.

STEP 27

This completes the data migration from the VNX platform to the Unity system. At this time it is highly suggested to configure a Unity
Snapshot Schedule and replication for data protection purposes. Configuring a backup strategy is also suggested.
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CONCLUSION

When migrating block data from a VNX Series system to Unity, Dell EMC recommends using Dell EMC SAN Copy as the migration
utility. This white paper has outlined a zero-cost, step-by-step procedure for customers to follow when migrating existing block storage
to Dell EMC Unity using Incremental SAN Copy push operations. Incremental SAN Copy push was leveraged as it allows host I/0O to
occur during the migration process. Incremental SAN Copy push also limits the amount of downtime needed to transition production
data from a Dell EMC CLARIiON CX or VNX Series system to a Dell EMC Unity system.
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